

**Text Mining in R for Beginners (short course)**

Instructor: Miklós Sebők, PhD

Senior Research Fellow, Centre for Social Sciences

Venue: Corvinus University of Budapest

Date: December 5-6, 2019

E-mail: sebok.miklos@tk.mta.hu

The aim of this short course is to provide an introduction into the theory and practice of text mining in the social sciences. The course schedule comprises three 90-minute sessions which cover the basics of the theory of text as data as well as a minimalist selection of text mining techniques. The focus is on the latter: we employ the most prevalent text mining packages in R in order to solve a limited set of challenges. Course prerequisites include a working level of English and all participants should bring a laptop with the latest versions of R and R studio installed.

**SCHEDULE**

Session I

(4:00 pm - 5:30 pm, December 5, Thursday)

* Setting up R and R studio
* My first text mining project in R
* The concept of text as data
* Basic methods of text mining

Session II

(9:00 am - 10:30 am, December 6, Friday)

* Preprocessing
* The document-term matrix
* Descriptive statistics
* Dictionary-based methods
* Sentiment analysis

Session III

(10:45 am - 12:15 pm, December 6, Friday)

* Unsupervised learning
* Supervised learning

**HOMEWORK AND GRADING**

Participants are expected to perform at least four basic text analysis tasks on either a corpus provided by the instructor or compiled/procured by the participant. The tasks may include preprocessing steps, the creation of a document-term matrix, descriptive statistics, sentiment analysis, dictionary-based methods, unsupervised learning, supervised learning or any other methods covered during the course. The materials should be submitted via email in a zip/rar file containing the corpus and the code in R.

The grading schedule is as follows: High Pass, Pass, Fail.

The deadline for submission is December 17, 2019, 4:00 pm CET

Grades and brief instructor comments will be available by January 10, 2020 or before.
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